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INTRODUCTION

Towards a Normative Perspective on Journalistic AI:
Embracing the Messy Reality of Normative Ideals

Natali Helbergera, Max van Drunena , Judith Moellerb , Sanne Vrijenhoeka

and Sarah Eskensc�
aFaculty of Law, Institute for Information Law, University of Amsterdam, Amsterdam, Netherlands;
bAmsterdam School of Communication, University of Amsterdam, Amsterdam, Netherlands; cFaculty
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ABSTRACT
Few would disagree that AI systems and applications need to be
“responsible,” but what is “responsible” and how to answer that
question? Answering that question requires a normative perspec-
tive on the role of journalistic AI and the values it shall serve.
Such a perspective needs to be grounded in a broader normative
framework and a thorough understanding of the dynamics and
complexities of journalistic AI at the level of people, newsrooms
and media markets. This special issue aims to develop such a nor-
mative perspective on the use of AI-driven tools in journalism
and the role of digital journalism studies in advancing that per-
spective. The contributions in this special issue combine concep-
tual, organisational and empirical angles to study the challenges
involved in actively using AI to promote editorial values, the
powers at play, the role of economic and regulatory conditions,
and ways of bridging academic ideals and the messy reality of
the real world. This editorial brings the different contributions
into conversation, situates them in the broader digital journalism
studies scholarship and identifies seven key-take aways.

KEYWORDS
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ernance and regulation;
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Introduction

Technology does not overcome us. It is our task as a society, as professional users,
academics and developers to shape technologies as part of the kind of society we
wish to live in. In order to be able to do so, however, the development and imple-
mentation of digital solutions must be guided by a vision of the values and funda-
mental freedoms we, as a society, want to see realized. Such a vision is also needed
for journalistic Artificial Intelligence (AI). AI-driven tools play an increasingly important
role on many levels of the process of making and distributing news: from smart tools
that assist journalists in producing their stories to the fully automated production of
news stories (robot journalism) and from audience analytics that inform editorial deci-
sions to the AI-driven recommendations of content to users. As such, journalistic AI-
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driven tools are more than simple tools. They are part of a structural transformation of
making news and engaging with the audience.

The integration of AI-driven tools into the journalistic process raises not only a host
of challenging professional, technical and organizational questions. Intense debates
about filter bubbles, privacy, shifting power dynamics, gatekeeping, editorial inde-
pendence and the metrification of journalistic values and fundamental rights also
touch upon the legal, ethical, societal and democratic implications of AI in the media.
Morozov, well-known for his powerful argument that technology companies with their
promise of friction-less problem-solving lure us into an ethos of technological quick-
fixes, warned in an interview that the news media, too, “have embraced the digital
rhetoric too eagerly, and have not articulated their own value to the public” (Morozov
2014). This concern has been echoed repeatedly by scholars criticizing that much of
the development of AI in journalism practice so far is incidental and driven by a tech-
nocentric “Shiny New Things” syndrome rather than by a strategic vision of how AI
can – realistically - contribute to the societal role of journalism (Posetti 2018; Kueng
2017; Thurman, Lewis, and Kunert 2019; Broussard et al. 2019). Without a clear vision
of where to (not) implement AI-driven solutions, news publishers are easy prey for the
sellers of technological fixes that cost a lot but do not make the media better. Finally,
a vision of where to go with journalistic AI is not only the secret ingredient of success-
ful innovation (Kueng 2017). It also empowers the media and society to make
informed decisions about how far to go along with the vision of a handful of large
technology cooperations that have their own definitions of what good and responsible
AI is.

Normativity �a la Silicon Valley is rather driven by corporate and shareholder inter-
ests than political theories of democracy or fundamental rights (Webb 2019). For the
journalistic media, however, the matter is more complicated. In recognition of the
societal and democratic role that journalism plays, journalism enjoys special protection
and privileges under the human rights framework. Theories of freedom of expression
or free speech have been constitutive for how journalism is organized and embedded
into society, the protection journalism enjoys from state interference, and the obliga-
tions of states to ensure the conditions journalism needs to function. This special sta-
tus of journalism, however, also comes with duties and responsibilities and the
commitment to the democratic and societal role of the media. Put differently, devel-
oping a vision of how AI can contribute to the societal role of journalism also requires
identifying and solving ethical challenges and potential conflicts with human rights.

This special issue aims to develop a normative perspective on the use of AI-driven
tools in journalism and the role of digital journalism studies (Steensen and Westlund
2021) in advancing such a perspective. What does it mean to “use AI responsibly” in
the media and journalism, and how do we answer that question? We understand jour-
nalistic Artificial Intelligence as an umbrella term for a range of technologies, from
machine learning to automated decision making, that are used along the entire pro-
duction chain. We also acknowledge that, as a notion, AI is helpful and unhelpful at
the same time. On the one hand, “AI” as a term helps to signify and draw attention to
a particularly impactful stretch in journalism’s digital turn – the next level of sophisti-
cation in making sense of enormous amounts of data, powered by machine learning,
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forms of automation of research, production and distribution of content. On the other
hand, AI as a notion is also fraught with myths, political connotations and emotional
responses that stand in the way of an informed debate on AI, within and out-
side newsrooms.

This special issue is part of the ERC-funded PersoNews project, and concludes five
years of research into the societal, ethical and legal implications of using journalistic
AI and news recommendation algorithms in particular. The original project plan was
to organize a conference and write a book. Then came the Covid pandemic, the con-
ference turned into an online workshop, and the book into this special issue. During
the five years of the PersoNews project, we, the team and conveners of this special
issue, have learned greatly from and engaged with the growing digital journalism
studies community, making Digital Journalism a natural home for this special issue. We
are therefore also immensely grateful for the support of the excellent DJ editorial
team and to all the reviewers that invested so much time and effort in helping to get
the best out of all the contributions. Finally, a hail-out to all the authors in this special
issue, many of whom we have read, admired and followed throughout the project.

The technological change AI brings may be inevitable; how AI reshapes journalism
is not: There is a recognition in this special issue that the media is responsible for
determining how it uses AI. The individual contributions tease out what that responsi-
bility entails and whether the media is in a position to exercise this responsibility. This
special issue studies the challenges involved in actively using AI to promote editorial
values from different angels: the conceptual angle of how to define, understand and
operationalize normative values, the organizational angle of who defines what respon-
sible use of AI in journalism is and what is necessary to be able to do so, the empirical
angle of how we can measure AI’s impact on editorial values as well as the difficulty
of bridging academic ideals and the messy reality of the real world.

In the following, we will reflect on these contributions and, more generally, on
what exactly it means to develop a normative perspective on journalistic AI along four
main themes: the values we want journalistic AI to realize (both in the sense of a nor-
mative vision and the need to reconcile this vision with the empirical reality of AI on
the ground); the people and power structures that determine which values AI impacts
and how; AI’s role in the digital information infrastructure and, last but not least, the
importance of (and lack of attention for) AI governance and regulation in this debate.

A Much-Needed Vision

Right now, a significant part of the scholarly debate on where journalism should
evolve with AI and how it should internalize and reflect on the potential consequen-
ces for users and society has concentrated on identifying core ethical principles and
professional values. Some studies take an empirical, bottom-up approach by investi-
gating practitioners’ perspectives. One interview study with media professionals, for
example, has confirmed for the context of news recommendation algorithms the
importance of traditional professional values, such as transparency, diversity, and
autonomy, next to newer, more user-centric values, such as personal relevance or
usability (Bastian, Helberger, and Makhortykh 2021). Another study relating more
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generally to the use of AI in journalism stressed similar and also additional values,
such as consistency with editorial criteria, respect for diversity and the promotion of a
thriving public sphere, the importance of monitoring and data quality to avoid bias,
the media’s responsibility for the safeguarding of user privacy, but also the realization
that quality journalism means emphasizing the human factor and journalistic inde-
pendence (Pocino 2021). Yet another study, also based on interviews with news pro-
fessionals, identified issues around bias, disinformation, ways of enhancing editorial
decision-making and transparency, balancing AI and human intelligence and the role
of technology companies as the most important issues (Beckett 2019). Scholarly inves-
tigations often still concentrate on the perceptions of journalists or editors, but some
studies have begun to turn to the perspective of technical staff and developers
(Belair-Gagnon and Holton 2018; Ananny and Crawford 2015) or the diverse perspec-
tive of editors, technologists and businesspeople inside organization altogether (Lewis
and Westlund 2015). For future research, it would be worthwhile to bring these profes-
sionals into a more in-depth conversation and include other relevant actors, such as
the legal department, Human Resources, marketing, funders and shareholders. Some
studies take a more theoretical approach by structuring the debate and placing jour-
nalistic algorithmic ethics into the broader context of AI ethics (D€orr and
Hollnbuchner 2017), investigating the ethics of individual instances of journalistic AI
(Danaher 2018) or engaging in a meta-analysis of the burgeoning field of ethical AI
codes that have started developing over the years (Fjeld et al. 2020; Hagendorff 2020).

This work is important and useful input for a debate on what kind of journalistic AI
media and society should strive for. However, a normative vision of journalistic AI
requires more than identifying lists of ethical values impacted by AI. A normative
framework helps scholars and practitioners to decide why these are the values and
ethical requirements we should strive for and to which end. Without such a framework,
it will be very difficult to fill concepts such as diversity, explainability or public service
value with meaning, to decide how to balance them vis-�a-vis conflicting values, or to
assess afterwards if technology has indeed succeeded in advancing these values.
Finally, a broader normative framework can function as an important anchor point, a
point at the horizon that helps us to find our way through a discouragingly long
super-list of ethical AI principles.

The article by Lin & Lewis in this special issue aims to do exactly that: carve out a
more normative framework as a point of departure for answering their question of
“what should journalistic AI do to serve journalism’s broader democratic norms?” (Lin
and Lewis 2022, 1627–1649). Instead of launching head-on into yet another enumer-
ation of all the things digital journalism should do, the authors dedicate the first part
of their article to grounding their normative perspective in theories of journalism and
democracy. Building on the works of Schudson (2008), Baker (2002), Christians et al.
(2009), Str€omb€ack (2005) and Nielsen (2017), Lin & Lewis propose that “[t]he one thing
journalistic AI might do for democracy” is to contribute to providing people with
accurate, accessible, diverse, relevant and timely information. In the second part of
their paper, the authors then elaborate on what that could mean very concretely for
how researchers might approach these concepts and what responsible use of journal-
istic AI might entail.
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In another special issue contribution, Marijn Sax reminds the reader how rich the
field of democratic theory is (Sax 2022, 1650–1670). While currently much scholarly
work on journalism and democratic theory focuses on liberal and deliberative theories
(see also (Karppinen 2013), Sax‘ article shows us how turning towards less commonly
explored theories can open up entirely new and exciting vantage points and insights
for example by paying more attention to how conflicts can be made productive, how
the power to define metrics can lead to the exclusion of certain groups but also how
procedures to define metrics can be made opener to contestation. Sax “adds agonism
to the mix” and demonstrates how studying news recommendation algorithms
through the lens of agonistic theory can compel us to engage more critically with the
kind of metrics news recommenders could or should be optimized for. Importantly,
Sax also invites us to look beyond metrics and measures. Taking agonism seriously, he
argues, also means asking critical questions about the role of news recommenders as
technological tools and instruments of power in the digital media ecosystem. The
author challenges us to pay more attention to the question of how the processes,
actors and their power to shape the design of recommendation algorithms can be crit-
ically questioned and made contestable (Sax 2022, 1650–1670).

Another possible framework that has received far less attention in digital journalism
studies is the human rights framework. We already mentioned that press operations
are deeply rooted in and shaped by the freedom of expression doctrine. As the
European Court of Human Rights explains, "freedom of expression, as secured in para-
graph one of Article 10 (art. 10-1), constitutes one of the essential foundations of a
democratic society and one of the basic conditions for its progress and each indi-
vidual’s self-fulfilment. … .These principles are of particular importance as far as the
press is concerned. Whilst the press must not overstep the bounds set, inter alia, for
the "protection of the reputation of others,” it is nevertheless incumbent on it to
impart information and ideas on political issues just as on those in other areas
of public interest” (highlights by the authors)1 Based on the right to freedom of
expression, the court has defined the democratic task of the press as the imparting of
information and ideas that the public has a right to receive,2 and being a critical
observer and public watchdog3 of all affairs that concern the public and the demo-
cratic process. And also outside Europe, for example in the US, freedom of expression
(or speech) doctrine is closely associated with the functioning of the media in a dem-
ocracy (Balkin 2016; Post 1990).4 It would go far beyond the scope of this article to
elaborate in more detail on how freedom of expression doctrine can inform what the
media ought or ought not to do (Ash 2017; Tambini 2021; Helberger et al. 2020;
Balkin 2016; Post 1990; Meiklejohn 1948), or to broaden the investigation to other
potentially very relevant human rights, such as the right to privacy, non-discrimination
and equality, political participation and human dignity. For now, it is useful to point
out that the right to freedom of expression also extends to the communication tech-
nologies used,5 and that states, at least under the European human rights doctrine,
should create the conditions so that the media can play its role while refraining from
unlawful interference with the rights of the media and the audience. Departing from
the freedom of expression doctrine or from democratic theories of the media can
result in similar conclusions, such as acknowledging the importance of pluralism and

DIGITAL JOURNALISM 1609



diversity or the information function of the media. Nevertheless, the human rights
framework, its instrumental approach, its emphasis on balancing competing rights and
interests, as well as the responsibilities that come with the protection of human rights
can provide digital journalism scholars with new useful concepts and a language to
develop a normative perspective on the use of journalistic AI.

The contribution by Vermeulen in this special issue is a good example of this. It
zooms in on one aspect that Lin and Lewis (2022, 1627–1649) addressed in more gen-
eral terms, but then from a freedom of expression perspective. Vermeulen asks what
journalistic AI can do to serve media diversity (Vermeulen 2022, 1671–1690).
Vermeulen shows how media diversity flows as a central condition from freedom of
expression and how diversity in the media relates to the audience’s freedom to
receive information and ideas. Taking the freedom of expression perspective, like
Vermeulen does, teaches us that diversity is not a goal in itself, but that diversity as a
value serves important societal goals, such as the societal integration of citizens, allow-
ing them to participate in public debates. The freedom of the media cannot be seen
separately from the rights and freedoms of the audience. After all, the freedom to
receive information includes the freedom not to receive information (Eskens,
Helberger, and Moeller 2017) and the freedom of users to decide for themselves which
ideas and opinions they wish to receive. Insofar, even the most well-meaning diverse
recommender can interfere with the freedom of the audience to receive information
and hold an opinion. Vermeulen, in her contribution, highlights, in particular, the
aspect of autonomy and freedom of choice and that responsible, diverse recom-
mender design also involves including mechanisms to give users agency in the per-
sonalization process. This focus on user agency resonates with a growing body of
scholarship that acknowledges the role of users as active agents in the news personal-
ization process (Thorson and Wells 2016; Monzer et al. 2020; Harambam, Helberger,
and Van Hoboken 2018; Eskens, Helberger, and Moeller 2017; Hendrickx 2022;
Swart et al. 2022).

More generally, the contributions by Sax (2022), Lin and Lewis (2022) and
Vermeulen (2022) show that identifying relevant values and grounding them in a nor-
mative framework is important but that doing so is only the first step towards more
responsible use of AI. The next challenge lies in the more concrete conceptualization,
balancing conflicting values and a critical assessment (and improvement) of the deci-
sion-making processes and how they can be made more inclusive and more
contestable.

The Messy Reality of Normative Ideals

Another important challenge for carving out a normative framework for journalistic AI
is finding a way to reconciliate grand theories and normative ideals with the messy
reality of digital journalism on the ground. This is a point that also Lin & Lewis make
very prominently in their contribution. Their contribution echoes criticism of the dis-
crepancy between ideal theory and actual performance in real-life situations elsewhere
in digital journalism scholarship (Nielsen 2017; Beckett 2019). While grand theories are
important as an aspirational Northstar to inspire visions of where journalistic AI ought
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to go, theories on paper do not make society a better place or journalistic AI more
useful to society. In the worst case, too ideal an ambition can have the opposite
effect. In light of the paralyzing number of ethical guidelines on the responsible use
of AI and the ever-growing list of ethical requirements, it is difficult not to feel sym-
pathy with the scholar or practitioner who ends up overwhelmed and discouraged.

The discussion around diversity-sensitive recommender design is a good example
to demonstrate why it is so important to acknowledge and embrace the messy reality
of normative ideals. In response to the concerns about filter bubbles and echo cham-
bers that have framed much of the scholarly discourse about the societal impact of
AI-powered recommender algorithms over the past decade, a growing body of schol-
arship has started to investigate the potential of translating media diversity as a
democratic goal and normative ideal into recommender design (Vrijenhoek et al. 2021;
Helberger, Karppinen, and D’Acunto 2018; Bernstein et al. 2021). This body of literature
forms a counterweight to the computer science literature that often approaches diver-
sity as a mathematical problem (Kunaver and Po�zrl 2017; see also the excellent over-
view in Loecherbach et al. 2020). Meanwhile, a growing number of media
organizations, public and private, also experiment with ways of developing more
diverse recommendation metrics and algorithms. For those involved in this line of
research, it soon becomes very clear that an abstract normative ideal – for instance,
increasing the representation of marginalized voices in a recommendation - sounds
intuitive in theory (Helberger 2019) but is far more difficult to implement into practice.
In order to instruct a recommendation algorithm to increase the representation of
marginalized voices, a definition of marginalized voice is needed. In reality, there is
typically no metadata that labels a content or voice as marginalized, nor are there any
computable lists of minorities or marginalized voices in society, and there are none for
a good reason. Not only could such lists result in dangerous instances of discrimin-
ation, exclusion and stereotyping, already the drawing of such a list could be unethical
in itself and infringe upon important legal principles, like the ban on the processing of
sensitive data under Article 9 of the European General Dataprotection Regulation
(GDPR). Does that mean we should stop trying to make recommenders more inclu-
sive? From a societal perspective, the answer is a clear ‘no’. The practical implementa-
tion may stay far behind the normative ideal, for example, by concentrating on
including the representation of voices that are less popular (Abdollahpouri, Burke, and
Mobasher 2017). Even so, the result would be a recommendation algorithm that at
least aspires to be more inclusive and diverse. As such, it could already be an improve-
ment to merely engagement-oriented metrics.

In translating theory into practice, many nuances get lost, and formalization of nor-
mative ideals takes patience, time, experimentation, and even more compromises
between ideal and reality. Some values, or dimensions of values, may not lend them-
selves to formalization in code at all or require broader organizational, institutional,
and procedural approaches in the phase before and after the actual technical design
(see also below). However, each step toward realizing that ideal of a diversity-sensitive
recommender unlocks new insights, perspectives and methods to build on.6 The
messy, imperfect phase of learning to build AI that promotes editorial values must be
addressed. It is key to putting normative theories into practice.
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Measuring the effects and impact of value-sensitive design is yet another important
challenge, as doing so is critical to evaluating, learning and improving. Measurement or
“scrutability” (Komatsu et al. 2020) comes with another load of methodological chal-
lenges. The study by Heitz and co-authors in this special issue is one important example
of how research can also here play a role and, in so doing, can contribute to methodo-
logical innovation. In order to measure the effects of a diversity-sensitive recommender,
the team built a dedicated news app that allowed the authors to study how users
engage with news recommendations (Heitz et al. 2022, 1710–1730). Recommendations
were diversified by including articles popular among users with different political lean-
ings. One of the findings from that study is that from the perspective of users, a diver-
sity-optimized recommendation algorithm can match an accuracy-optimized algorithm.
This also means that diversity-enhancing recommendation algorithms can be attractive
from both a user as well as media industry point of view (see also (Bod�o 2019). Heitz et
al.’s research can also be an important starting point for further research into evaluating
diversity-sensitive design, and their method could be used to explore other dimensions
of diversity, like optimizing for content that caters to the interests of more marginalized
or minority voices in society. Most importantly, the study demonstrates the importance
of developing approaches to the measurability of the effects of value-sensitive design.
Doing so can also contribute to exciting new research.

The measurability of journalistic values is also an important theme in Torbj€orn and
colleagues’ contribution (Rolandsson, Widholm, and Rahm-Skågeby 2022). Their contri-
bution interestingly takes a very different perspective: the perspective of the manage-
ment of a news organization (here: a public service media provider). They study how
datafication and managerialism intersect in the process of news-valuing, and more
generally reorganizing and re-structuring internal work processes. The article describes
ethnographic work at the Swedish public service media organization SR and their
News Values project - a project to automate news sorting with the help of algorithms.
The News Values project also generated internal data to measure and ultimately steer
the production and distribution of content that lives up to SR values. The article raises
fascinating questions about the quantifiability of something as abstract as news values
and how datafication can set new processes of standardization and control into
motion. The research also shows that defining ethical values for AI is not a single
action but an iterative process.

Behind Ideal and Less-Ideal Visions of Technology, There Are People

Transforming normative ideals on paper into responsible technologies in the real
world is the work of the people that decide to implement, build, use and engage with
the technology. This also means that using AI in line with normative ideals requires
that those involved in the process know their power to shape the technology and are
prepared to take control. Moran and Shaikh’s contribution to this special issue is a
powerful wake-up call. Moran and Shaikh (2022, 1756–1774) engage in a meta-journal-
istic exploration of how journalists report about AI in journalism and how the rhetoric
they use and concerns brought to the fore reveal a deeper critical engagement with
journalism’s role in the digital age and what or who being a journalist entails (Moran
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and Shaikh 2022, 1756–1774). Their contribution shows that different actors in the pro-
cess push for different narratives. While newsroom leaders and funders tend to high-
light the opportunities that new AI-driven tools provide, many journalists still grapple
with the question of where exactly the boundaries of being a journalist and doing
journalistic work are and how to position human work vis-�a-vis automation. The
authors conclude their investigation by observing a lack of critical engagement with
the issue of editorial responsibility and how journalists and editors can use AI-driven
tools to optimize journalism.

Having said so, the contributions in this special issue add an important caveat to
the observation that editors and journalists should engage critically with AI and take
their responsibilities when using AI. Several of the contributions raise the important
question of whether the decision makers in newsrooms are even in a position and
capable of doing so. In interviews with newsroom professionals in the Netherlands, De
Haan and colleagues (de Haan et al. 2022, 1775–1793) found that one possible explan-
ation of why newsroom professionals fail to engage with their responsibility vis-�a-vis
journalistic AI is that often they are not even aware that they engage with algorithmic
tools and applications. To the extent that the journalists interviewed were aware of
the impact of AI on their daily work, journalists defined AI as a relatively autonomous
force. This finding is very important for the larger theme of this special issue.
Developing a normative perspective on journalistic AI, a vision of how to use it and
for which goals or values require a sense of agency. It is difficult to develop a sense of
agency over something that is seen as an “invisible hand” or “looming threat” over
which one has no control.

The disconnect between the increasingly central role of journalistic AI and the level
of understanding of newsrooms professionals is also a key theme in the contribution
by Jones and Jones (2022, 1731–1755), who studied the ability of journalists to under-
stand and engage with journalistic AI at the BBC. In reflecting on their findings, the
authors explain that a poor understanding of journalistic AI and AI in a more general
sense creates risks of abuse or underuse of the technology at the individual level or
failure to engage critically with the technology. This again can result in risks at the
organizational level by affecting the role that journalism has in society and harm the
reputation and legitimacy of journalism as an institution. The situation can also hinder
the emergence of professional standards of responsible use of AI or result in the
inability to report about AI’s impact on society adequately.

The articles by Jones & Jones, De Haan and colleagues and Moran and Shaikh also
highlight the need and urgency of developing the kind of AI literacy for journalism
that Mark Deuze and Charlie Beckett call for in their commentary (Deuze and Beckett
2022, 1913–1918). As Deuze and Beckett explain, “[a]rtificial intelligence literacy is not
simply knowing about AI, but also understanding and appreciating its normative
dimension, as much as it is linked to impact and action” (Deuze and Beckett 2022,
1913–1918). Reflecting on the suggestions by Deuze and Beckett, Jones & Jones sug-
gest that literacy strategies must be designed to provoke critical reflection, foster
articulation of journalistic values and generate a sense of agency (Jones and Jones
2022, 1731–1755). However, as Jones & Jones also point out, AI literacy for journalists
is about educating journalists about AI and ways of using AI responsibly as much as it
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is about creating the necessary supporting conditions (Jones and Jones, 1731–1755).
The authors in particular highlight the aspect of AI visibility and that an important
challenge for newsroom professionals and scholars alike is to make journalistic AI intel-
ligible, visible and contextualizable.

The need to take control and decide how to square digital tools with journalism’s
professional ideology is also the dominant theme in Møller’s contribution (Møller
2022, 1794–1812). More specifically, Møller conceptualizes personalization technologies
through the perspective of journalism’s professional ideology. His study adds a theor-
etical perspective to the empirical findings by Moran and Shaikh (2022, 1756–1774)
and de Haan et al. (2022, 1775–1793). Møller helpfully reminds us that the struggles of
developing the journalistic identity, of navigating the professional and ethical norms
that define journalists and journalism, as well as carving out the boundaries with
external actors such as the audience or technology developers, are not a new strug-
gles. To some extent, these struggles are inherent in the societal role of journalism. If
journalism serves society, it is bound to change with the technologies that shape it
(Pavlik 2000). To the extent that AI-driven tools become part of the editorial process,
they fall under the editorial control of the media organization. As Møller’s contribution
confirms, assuming control rather than being controlled also requires a vision of where
to take technology development and how to identify and balance relevant and con-
flicting values.

Power and Decision-Makers

In the previous section, we emphasized the importance of having a sense of agency
and the power to develop and implement technology according to normative ideals,
an editorial mission or professional values. However, being able to exercise agency
also requires having a real choice and the autonomy to act according to one’s convic-
tions. In contrast, many, if not most, accounts of normative theories of AI are surpris-
ingly agnostic of the complex ecology of decision-making. Ethical principles and
normative theories describe how the responsible use of journalistic AI ought to look,
and far less who is responsible for ensuring that it does live up to those ideals. The
first principle of the European Ethics Guidelines for Trustworthy AI may illustrate that
point: “Develop, deploy and use AI systems in a way that adheres to the ethical princi-
ples of respect for human autonomy, prevention of harm, fairness and explicability.
Acknowledge and address the potential tensions between these principles.”7 Grand
concepts aside, the principle is directed at nobody in particular. There is an ominous
gap between principle and the reality of institutional decision-making.

To begin with, those who develop, deploy and use an AI system are different
actors. Developing a technology as complex as, for instance, an algorithmic recom-
mendation algorithm is teamwork, and the team working on that task is often com-
posed of a diversity of experts with different disciplinary backgrounds and, ideally,
representing different parts of a news organization (Belair-Gagnon and Holton 2018;
Lindblom, Lindell, and Gidlund 2022). All these experts will likely approach the devel-
opment of a recommender from very different perspectives, vocabularies and epis-
temological traditions. From each perspective, a notion such as fairness or diversity
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could look very differently. From the perspective of journalism scholars and practi-
tioners, fairness is often associated with dimensions of objectivity in the sense of
reporting in an impartial, truthful way (Bastian, Helberger, and Makhortykh 2021;
Deuze 2005), whereas fairness from a computer science perspective is often discussed
in the context of unbiasing and non-discrimination (Burke, Sonboli, and Ordonez-
Gauger 2018). If someone were to ask the legal department, an entirely different
understanding of fairness in the sense of distributional justice or the quality of transac-
tions would come to the fore (Valcke, Graef, and Clifford 2018). Second, those that
develop an algorithm are not necessarily those that use it, and the users can be again
distinct from those deciding to build and implement the algorithm or fund the pro-
ject. All those actors come with their own motivations, values and KPIs (Ananny and
Crawford 2015; Bod�o 2019; Diakopoulos 2019). Third, none of those who decide to
implement, develop or use journalistic AI may be autonomous in their decision to use
the technology in line with their professional values and editorial aspirations. This is
the question of the extent to which digitization of the media results in new incidental
or even structural dependencies that can threaten the editorial autonomy and mission
(Pickard 2020; Balkin 2017; Schjøtt Hansen and Hartley 2021; Helberger 2020;
Bell 2018).

The articles in this special issue make an important contribution to advancing
these three dimensions and pointing out directions for further research. The contri-
bution by Moran and Shaikh explains how the initial decision to implement AI is
often not made by journalists but by editors, funders and managers (Moran and
Shaikh 2022; Rolandsson, Widholm, and Rahm-Skågeby 2022, 1691–1709). The
authors found that this situation results in a sense of inevitability and fuels “a sense
of technological determinism despite the realities of technology being increasingly
shaped by, and designed for journalism” (Moran and Shaikh 2022, 1756–1774). If
users of algorithmic applications feel overcome with technology that they neither
fully understand nor decided to adopt, the resulting sense of resistance does not go
well with the demands of using the technology ethically and responsibly. After all,
doing so requires a sense of agency and choice. One possible conclusion to draw
from this also for future research is that the responsible use of journalistic AI not
only involves developing a concrete idea of what responsible means, but also a bet-
ter understanding of the conditions under which professional users are prepared
and capable of assuming agency and responsibility for the responsible use of jour-
nalistic AI. For example, what are the effects of anthropomorphizing machines and
speaking about “robot journalists” for editors’ or journalists’ sense of control? What
kind and level of technological knowledge is needed to feel confident enough to
exercise human oversight? How to design journalistic AI in a way that allows for con-
trol and agency?

Smets, Hendrickx and Ballon highlight another aspect of institutional decision-mak-
ing (Smets, Hendrickx, and Ballon 2022, 1813–1831). Their contribution explores news
recommenders from the perspective of multi-stakeholder analysis (Abdollahpouri
et al. 2020; Milano, Taddeo, and Florida 2021; Heitz et al. 2022, 1710–1730) and pro-
vides a framework to make visible the complexity of players that are involved in the
decision to implement, develop and use recommendation algorithms. Smets et al.

DIGITAL JOURNALISM 1615



describe the different interests involved and how the negotiation between these
stakeholders and the broader socio-economic context ultimately shapes the technol-
ogy and its place in an organization. The multi-stakeholder perspective aligns well
with the socio-technical approach to digital technology that looks beyond the technol-
ogies themselves and consider what Westlund and Lewis refer to as “actors, actants,
audiences and activities” behind journalistic AI (Westlund and Lewis 2014). An import-
ant observation in the article by Smets and colleagues is the importance of a product
or problem owner, typically an employee within a media organization whose role it is
to steer strategic alignment between the different interests.

The multi-stakeholder approach to journalistic AI opens up various fruitful directions
for research. It mirrors similar calls for a better understanding of the complexity of the
curation of information flows from the user side (Thorson and Wells 2016). A multi-
stakeholder approach to journalistic AI could shift the perspective of scholars from
“Unlocking the black box” to the question, “Why is the box black and in whose inter-
est is that”? Developing a normative perspective on AI also means acknowledging that
the question of “what journalistic AI should do or not do” is a question that involves
different parties, different values and interests. The way the technology operates is a
result of negotiations between different interests. If we, as a society, want to steer
technology into particular directions, we must recognize the need to better under-
stand the different stakeholders, their powers and perspectives.

Future research could go both in breadth and in-depth. In terms of breadth, the
existing literature has only begun to study the number of stakeholders involved.

Abdollahpouri and colleagues focus on consumers, providers and systems
(Abdollahpouri et al. 2020), and Milano and colleagues, in addition, on society as an
additional stakeholder (Milano, Taddeo, and Florida 2021). The research being done in
the context of this special issue adds three other important stakeholders to the discus-
sion around journalistic AI. Smets, Hendrickx and Ballon introduce the journalist and
the product owner as other important stakeholders (Smets, Hendrickx, and Ballon
2022, 1813–1831). And Torbj€orn and co-authors’ contribution explores the role of the
management layer in a news organization and how datafication is influencing the role
and visions of managers for the future of news making (Rolandsson, Widholm, and
Rahm-Skågeby 2022, 1691–1709). These are all important stakeholders in recom-
mender design. However, there are many more, and again also these come with their
own interests, values and powers to determine what the technology should do. Other
stakeholders that we will discuss in more depth are law and policymakers (see below).
Moreover, seeing the amount of data and the complexity of the systems it is not
uncommon to migrate processing capacity into the cloud, making cloud solution pro-
viders and the computational infrastructures they provide another important stake-
holder in the game (Kulynych et al. 2020).

In addition to expanding the range of stakeholders to examine, there is also an
important role for research to examine the relationships between different stakehold-
ers in more depth. Simon’s investigation into how social media and technology plat-
forms leverage their technological advantage into their relationship with media
organizations is an excellent example of why this approach is so important (Simon
2022, 1832–1854). Simon’s article takes the infrastructure perspective and
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demonstrates how control over data, cloud infrastructures or algorithms can result in
deep-going structural dependencies, or what Simon refers to as “infrastructure
capture” (Simon 2022). His study creates a typology of the overlap between platform
companies’ services and new organizations, showing how platform companies are
involved in developing and using journalistic AI at all stages of the news production
process. This investigation is also a reminder that there are situations in which a par-
ticular media organization is not in the position to develop their own recommenda-
tion algorithm, making it necessary to procure from external technology providers
(Bod�o 2019; Smets, Hendrickx, and Ballon 2022, 1831–1831). Alexandra Borchardt, in
her commentary, develops this aspect further and sketches the broader implications
from the perspective of local journalism (Borchardt 2022, 1919–1924). Her compelling
conclusion is that “if local journalism is to survive to stabilize democracies from the
bottom up, affordable, accessible, and easy to use AI solutions for local news publish-
ers are needed – and fast” (Borchardt 2022, 1919–1924).

Structural dependencies, however, can not only exist at the level of digital commu-
nication infrastructure. Insightful is the investigation of the way the Russian technol-
ogy company Yandex controls not only a significant part of the distribution
infrastructure but uses this control to shape the content of journalistic reporting by
Olga Dovbysh, Mari€elle Wiersma and Mykola Makhortykh in this special issue
(Dovbysh, Wijermars, and Makhortykh 2022, 1855–1874). Yandex’s program for content
producers, “Nirvana,” stipulates in detail which content qualifies as quality content and
is allowed on the influential Russian Yandex platform. Dovbysh et al.’s investigation
demonstrates how Yandex leverages its influence over the organization of journalistic
routines (writing for the platform) and even over what is being written. This dynamic
affects journalistic autonomy and could have a broader societal impact on strategic
depoliticization and the problematization of news agendas (Dovbysh, Wijermars, and
Makhortykh 2022). Remarkably, another study in this special issue arrived at a very
similar conclusion for the influence of the Chinese Opera Newshub on journalism in
Nigeria (Umejei, 2022, 1875–1892). Also for the case of the Opera Newshub, Umejei
finds tensions between the ranking criteria of the Hub’s algorithm and traditional
news values of Nigerian journalists, particularly regarding the question of what may
be considered newsworthy and a tendency to priviledge softnews over hardnews.
Overall, the study finds indications that the Chinese Opera Newshub platform weakens
the journalistic autonomy and authority of traditional journalists in sub-Saharan Africa
though, interestingly, Umejei also found that at least some journalists were actively
devising ways to game the algorithms as a form of professional resistance (Umejei
2022, 1875–1892).

These studies are powerful reminders of how dangerous it can be to blindly assume
that social media platforms are politically neutral and have no stakes in the game of
influencing users as citizens (Helberger 2020) or journalists as agenda setters. The two
studies also raise important questions for future (comparative) research about the
effects of platformisation for media ecosystems across different regions, and the role
of additional factors to protect editorial autonomy and resilience in journalism, such
as regulation, the sustainability of the broader media landscape, working conditions of
journalists or professional values.
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From Mere Tools to Gears in the Digital Information Infrastructure of
the Public

Interestingly, Smets and colleagues found in their interviews with news organizations
that despite much emphasis on the important role of end-users in spirit, end-users,
besides their role as data producers (Petre 2022), are hardly given a voice in the dis-
cussion of the values and visions that should guide the use of AI. Their role is a data-
fied one, through the metrics that measure their engagement with media products
and through user studies that gather their responses to the tools the media develop
(Smets, Hendrickx, and Ballon 2022, 1813–1831). This finding reflects the complexity of
the relationship between the media and its audiences. While digital technologies, in
many ways, open up entirely new dimensions of interactivity and being truly respon-
sive to the needs and interests of the audience (Hindman 2017), following the dictate
of audience metrics can sit uneasily with perceptions of professional autonomy
(Ferrer-Conill and Tandoc 2018). There is, however, another question that is not less
relevant but hardly ever asked: how much is the implementation of data-driven target-
ing and distribution strategies still a sole matter and privilege of the professional
autonomy of the media?

In the previous section, we explained how the relationship with external technology
providers could limit the autonomy of the media. Other active agents and decision-
makers are users, their friends and friends of those friends. They, too, become active
players in shaping the news flow through their work – in the form of the data they
generate, the feedback they give, and their role as an important agent in the algorith-
mic feedback loop (Bod�o 2019). Thorson speaks in this context of “curated newsflows”
(Thorson and Wells 2016). Furthermore, to the extent that algorithmic content moder-
ation and distribution tools morph into elements of the broader digital communica-
tion infrastructure, these tools also become part of their (the users’) digital
communication infrastructure. From here, it is only a small step to acknowledge the
right of users to also have a say in the design of that infrastructure and the way
digital technology changes their relationship with the media. In other words, develop-
ing a normative perspective on journalistic AI also requires a better understanding of
the citizens’ perspective on journalistic AI. The citizens’ perspective is distinct from the
consumer perspective in that citizens, too, should have a voice in developing a norma-
tive perspective on the technologies that affect the democratic discourse.

Taking the citizens’ perspective on journalistic AI seriously can open up new and
interesting research directions. For example, while much of the focus on responsible
recommender design has so far been on emphasizing the need to integrate aspects of
diversity into algorithmic design, there has been far less attention to the question of
how democratic and inclusive the broader process around the decision to implement,
and use of algorithmic tools should be. To take the example of news diversity as a
public value again: diversity is not only a matter of developing diversity metrics or
nudging users to consume more diverse news but also of better understanding how
users and their interests can be incorporated into the decision-making process of
defining metrics and measures in the first place (Mattis et al. 2022).

Here clearly also lies a challenge for research: so far, much of the research has con-
centrated on either studying the impact of digital technology on users’ passive
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consumption of news, on users as producers of information (Hendrickx 2022), on con-
ceptualising datafied users as clicks on newsroom dashboards (Ferrer-Conill and
Tandoc 2018; Petre 2022), or understanding the role of users in the algorithmic feed-
back loop more generally (Hendrickx 2022; Swart et al. 2022; Monzer et al. 2020;
Thorson and Wells 2016). So far, research was far less interested in better understand-
ing users in a more political role of problem-owners and citizens. The decision about
the design of the digital infrastructures of tomorrow is not simply a managerial deci-
sion of where and how to invest in innovation. Together, the digital news recommen-
ders and content moderation systems form the communication infrastructure of the
future and, as such, are also a matter of public interest. Such a public infrastructure
perspective challenges us to understand better how users and their interests can be
meaningfully involved in the decisions about developing and programming the next-
generation digital infrastructure. Users become citizens and questions of engagement
turn into questions of representation and, maybe even more importantly the question
of whose perspectives are not yet represented but should be included. To return to
the example of diverse recommendations: diversity in recommendations is not simply
a question of how to make services more responsive and diverse, but how to design
those design processes to include a diversity of perspectives.

Between Normative Ideals and Law and Governance

In many discussions around “responsible AI,” the relative absence of another important
stakeholder must be noted: law and policymakers. Without the law, many innovations
would never have occurred (Blind 2012; Martin et al. 2019). The rules about data pro-
tection, unfair competition and consumer protection have an important standard-set-
ting function. With intellectual property law, many innovations could move out of the
lab context. Moreover, to speak in the words of Victor Pickard: the idea that the gov-
ernment is an unwanted interloper in the media sector is a “libertarian fantasy”
(Pickard 2020).

An important element of the fundamental rights protection of the press under the
European fundamental rights doctrine, for instance, is that states have a positive obli-
gation to create the conditions for the media to function. This positive obligation of
states has resulted in funding schemes for journalism, media concentration rules to
promote fair competition in the marketplace of ideas, and press-specific exemptions in
data protection law. It is also this positive obligation that can serve as a basis for
states to reign in the power of big tech (as laws like the Digital Services Act and the
Digital Markets Act have begun to do), ease some of the structural dependencies that
Simons warns about in this special issue (Simon 2022, 1832–1854), and ensure that
the ability to use AI responsibly is not only reserved to the media companies with the
largest budgets. Many of the challenges to realizing a vision for journalistic AI that
serves a democratic society pit individual media companies against powerful actors
like platforms and technology providers, and make optimizing for popularity the path
of least resistance. States can play a role in helping the media overcome the structural
dependencies and power imbalances they face in the digital media system. By setting
the rules of the games, regulation can be a decisive factor for innovation within
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newsrooms, between newsrooms, and for creating competitive conditions in the
broader marketplace of ideas.

Indeed, the article by Kuai and co-authors is a fascinating case study to demon-
strate how powerful the role of law, here: intellectual property law, can be in shaping
the future development of journalistic AI and journalism as an institution more gener-
ally (Kuai, Ferrer-Conill, and Karlsson 2022, 1893-1912). The question of whether AI
could or even should be considered the author of AI-generated content is relevant in
terms of innovation and economic sustainability but can touch also deeply upon ques-
tions of professional identity and autonomy. Kuai, Ferrer-Conill, and Karlsson‘s (2022,
1893–1912) case study of Chinese copyright law shows how powerful a law can be in
not only influencing the dynamics within the newsroom but also in affecting the dis-
tribution of power in the overall media system. Their analysis is a commanding
example of why it can be essential to study the underlying regulatory frameworks,
and do so for different cultural and political contexts. Finally, the study is also a very
instructive example of how laws and regulations can be the subject of study by digital
journalism scholars and how the analysis of laws and regulations can benefit from
applying methods beyond traditional doctrinal legal analysis. Insofar legal and non-
legal scholars can learn a lot from each other.

For future research, the European Union is another worthwhile case study. In recent
years, the European Commission more and more asserted itself as the digital media
legislator. With the Digital Services Act, the Digital Markets Act, and the European
Data Strategy, the Commission has made an important step towards changing the
competitive dynamics of European media markets. The upcoming AI Act may add add-
itional requirements for transparency and human oversight (Helberger and
Diakopoulos 2022). And the proposed European Media Freedom Act asserts a question
that has traditionally been core to freedom of expression protection: what limits does
media freedom impose on the state’s ability to interfere with editorial decision-making
in the context of AI? The ambitious regulatory framework from Europe will offer a
host of new interdisciplinary research opportunities for scholars working on digital
journalism and its normative aspects.

Towards a Normative Perspective on Journalistic AI: Key Take-Aways

When we think of normative perspectives on the use of AI, we often think of identify-
ing catalogues or even checklists of ethical or public values that technologies must
comply with. The first take-away from working on and with this special issue is that
identifying values and principles of responsible AI is an important starting point, noth-
ing less and nothing more. Truly responsible use of journalistic AI is less about lists
and more about the responsible organization of processes: the processes that result in
the identification of relevant values, but also ways to concentrate, contest, formalize,
implement, measure and continuously improve the way journalistic AI lives up to
these values.

The second take-away is that these processes need to be grounded in a sense of
agency and responsibility for developing a forward-looking vision on the role of jour-
nalistic AI and the values and goals it shall serve. Such a vision should be grounded in
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a broader normative framework – an editorial mission, fundamental rights, democratic
theories of the role of the media – to be able to look beyond short-term KPIs, see the
broader picture and also the different competing values that must be balanced when
deploying journalistic AI. Being able to account for the broader picture and the differ-
ent, sometimes competing values is critical because another important, third take-
away from this special issue is that the realization of values and fundamental rights is
a multi-stakeholder process. Ultimately, it is a question of who should have the power
to decide and how concentrated this power should be. There is much debate and
research on the explainability of algorithms or AI systems. We need more work on the
explainability of the powers and decision-making processes behind these systems,
how they shape technologies and ultimately, also our understanding of values. The
contributions in this special issue make an important step in advancing this
understanding.

When talking about the responsible use of AI, there is also a tendency to pay much
attention to the various values we wish to see realized and less to the humans that real-
ize, conceptualize and practice those values. Take-away four is that demanding a sense
of agency and responsibility, as we also do in this special issue, is important but so is
understanding what must be done to enable the journalists, editors, managers, develop-
ers, users and others involved in the process to play that role of active and responsible
agent. The research done as part of this special issue identified very clearly how urgent
the need to think about ways how to increase the digital literacy of newsroom profes-
sionals is, to optimize tools and applications not only for values but also for enabling
human oversight and agency and for making decision making processes around the
implementation of journalistic AI more inclusive and contestable. The research also high-
lights the critical importance of a deeper engagement with concepts of professional
responsibility and autonomy and how to protect the freedom to make responsible
choices in the face of structural dependencies within and outside newsrooms.

Another important take-away, number five, is that we need to move beyond fram-
ing and researching journalistic AI as mere tools and do more work on seeing individ-
ual applications as the cocks and gears of the public communication infrastructure.
The design of that public communication infrastructure concerns all of us – the read-
ers, listeners and watchers of algorithmically mediated communication. Against this
background, it is odd that so much attention and research is around the role of users
as data points and consumers of digital information and so little on their role as citi-
zens. If we take a public infrastructure perspective on AI, it becomes clear that the
design of the virtual assistants, content moderation and recommendation algorithms
that determine our access to information is not exclusively for managers and Research
& Development departments to decide. Here lies a clear challenge to design decision-
making routines so that they become more accountable to the public, more inclusive
and cognisant of diverse and underrepresented voices in society, and less dependent
on a small number of major technology companies.

Take-away number six is that a debate on the normative perspective on journalistic
AI is not complete without scrutinizing the underlying economic conditions and regu-
latory frameworks that enable, hinder, inform, shape and create the conditions for
developing and realizing normative ideals in journalistic AI. The impact of economic
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factors and regulatory frameworks on the understanding and operationalization of
normative ideals can be less direct, more complex and challenging to study. However,
this is also exactly why more research and efforts to include economic and regulatory
perspectives in digital journalism studies are very much needed.

Finally, the seventh take-away is that there should be nothing ideal about norma-
tive ideals – truly ideal are conceptualisations of values that allow us to confidently
embrace the messy reality of the real world because there is room to experiment, fail,
learn, improve and agree on how much of a gap between ideal and non-ideal out-
comes professionals and society are willing and in a position to accept. Technology
development is often driven by KPIs, short funding deadlines, economic pressure and
the need to develop something that functions within a set time frame. Translating
normative values into technology design is everything but straightforward, and truly
responsible AI is about creating the experimental space but also the room, capabilities
and financial possibilities to do so. Doing so is a task for media organizations and plat-
forms as much as it is a quest for funders, governments, policymakers and researchers.

Notes

1. ECHR, Lingens, para 41 and 42.
2. Sunday Times
3. Thorgeir Thorgeirson v. Iceland, judgment of 25 June 1992, Series A no. 239, p. 27, § 63;

Goodwin v. the United Kingdom judgment of 27 March 1996, Reports 1996-II, p. 500, § 39
4. See, e.g. the US Supreme Court, Red Lion Broadcasting Co. v. FCC, 395US 367 (1969).
5. Autronic AG v Switzerland[1990] ECtHR 12726/87 [47].
6. The few sector-specific ethical guidelines on journalistic AI are aspirational rather than

idealistic and include a clear commitment to experimentation.
7. https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
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