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This paper, developed within the Transatlantic High Level Working Group on Content Moderation Online and Freedom of Expression (TWG) project, and informed by the discussions at the TWG’s Ditchley Park Session, reviews the freedom of expression implications of the Code of Conduct for Countering Illegal Hate Speech Online that was developed by the European Commission in collaboration with major information technology companies in 2016. The analysis looks into the process that led to the adoption of the Code, the Code’s legal basis, and the problems within the system it introduced. The paper also briefly outlines how the European Commission has assessed the implementation of the Code of Conduct and how the Code is reflected on the national level in some EU states. Because a number of countries are proposing new regulatory systems for content moderation, the paper suggests that the experience with the Code of Conduct and its implementation can inform the debates on both the effectiveness and the pitfalls of these proposed regulatory models.
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Introduction

In recent years, there has been increased scrutiny over the content moderation practices of digital companies, with growing calls for tightening existing regulatory models. Pressure from governments toward online platforms to step up their efforts to remove illegal and harmful content and/or adopt tools to detect and prevent uploading such content automatically is not new. However, in recent months, a number of European countries (such as Germany, the UK, France and Ireland) stated their intentions to introduce statutory regulation in this area. Finding an approach that protects freedom of expression while preventing some of the more egregious abuses of digital communication channels is a challenge, with serious implications for society as a whole. The adoption of specific legislation and other regulations on content moderation by governments can lead to the creation of systems where private actors are tasked with applying criminal and other laws under short deadlines and under the threat of heavy fines. This further fragments legal obligations for social media companies, creates a situation where individual users have little or no remedy to address hastily removed content, and provides insufficient guarantees for the protection of individual freedoms.

Given the dangers of statutory regulation of content moderation, voluntary mechanisms between digital companies and various public bodies represent a less intrusive approach and preferred model. The Code of Conduct for Countering Illegal Hate Speech Online (the Code of Conduct) has been presented to be such a model. Launched on 31 May 2016, the Code of Conduct is the outcome of a series of discussions between the European Commission, Facebook, Microsoft, Twitter and YouTube (IT companies), EU Member states and civil society organizations (CSOs).

According to the European Commission, the Code was developed following the October 2015 EU Colloquium on Fundamental Rights on “Tolerance and respect: preventing and combating anti-Semitic and anti-Muslim hatred in Europe,” and the December 2015 EU Internet Forum. The European Commission stated that it was also motivated by an increase in discrimination and stigmatisation of minorities (in particular ethnic and religious minorities, migrants, LGBTQI persons and differently abled people) in Europe. Véra Jourova, the EU Commissioner for Justice, Consumers and Gender Equality, claimed that the Code of Conduct was inspired by “the need for clearer procedures to prosecute and take down “hate speech” on the internet,” and was certain that the Code of Conduct could become a “‘game changer’ in countering hate speech online.”

However, the Code of Conduct was not enthusiastically accepted by the civil society. The major criticisms focus on:

- The problematic process of the development of the Code;
- The legal basis for the Code which provides for overly broad definitions of “illegal hate speech”;
- The actual system introduced by the Code, namely: delegation of enforcement activities from the state to IT companies; the risk of excessive interference with the right to freedom of expression; and a lack of compliance with the principles of legality, proportionality and due process. Some of these practices already have been put in place by the IT companies (such as the use of “trusted reporters”), however, the Code of Conduct appears to “codify” or formalise them;
• The implementation of the Code of Conduct and the monitoring mechanism within presents important challenges for evaluating its effectiveness and meeting its stated objectives.

Although it presently appears that the states have little interest in further pursuing this model, the experience of developing and implementing it can highlight the potential problems inherent in new statutory models. Hence, the story of the Code of Conduct and the evaluation of this project offers a useful lesson for all considering statutory regulation of online content moderation.

The TWG used part of its first meeting at Ditchley Park, UK, in February 2019 to discuss the strengths and weaknesses of the Code of Conduct’s substantive basis and its mechanism, on the basis of an earlier version of this paper. Subsequently, the paper has been updated accordingly to reflect crucial insights from these discussions. Taking into account these discussions in the TWG, the central conclusions and recommendations are as follows.

**Background to the Code of Conduct**

Key findings:

- No genuine self-regulation approach;
- No multistakeholder process.

According to the information presented by the European Commission, the Code of Conduct was initiated by the European Commission and developed in consultation with IT companies, EU Member States and civil society.

In theory, the process of developing the Code of Conduct was based on the existing systems for regulation of the media industry in Europe (i.e., self-regulation for the press and co-regulation for the broadcast media). Within these systems, the media industries and stakeholders have developed codes of ethics/standards and the industries subsequently commit to uphold these codes in their practices. These systems also provide a means by which people who feel aggrieved by particular media content can have their case heard without the need to go to a tribunal.

The principle of voluntary compliance is fundamental to models of genuine self-regulation: state authorities should play no role in adjudicating or enforcing the standards set, and those who commit to them do so not under threat of legal sanction but for positive reasons, such as the desire to further the development and credibility of their operations. Moreover, in order to ensure a broad sense of ownership and public trust in the system, the development of such codes should be consultative and transparent, including all stakeholders and the broadest possible representation of civil society.

The Code of Conduct’s development was markedly different from these requirements. Although the Code was presented as “voluntary” (i.e., not binding or enforceable), it was developed at the behest of the European Commission under the threat of introducing statutory regulation. The European Commission also set up this system to monitor implementation of the Code.

Importantly, despite the European Commission’s claims of a participatory process for developing the Code, available information shows that the Commission shared the text with the 28 Member States just a few days before it was revealed. Hence, national authorities and stakeholders had no
opportunity to comment on the text. Further, despite several references to CSOs in the Code of Conduct, civil society was systematically excluded from the negotiations and there was apparently no involvement of free speech organisations in this process. Two digital rights organizations – EDRi and Access Now – walked out of the discussions on the Code due to the lack of transparency of the negotiations and subsequently stated that they did not “have confidence in the ill-considered Code of Conduct that was agreed.” This has severely undermined the credibility of the development of the Code and the Code itself.

**Legal basis for the Code of Conduct**

Key findings:

- Broad definition of “illegal hate speech”;
- Focus on criminal law;
- No guidance for online communications.

The key problem with the Code of Conduct is its normative basis for defining “illegal online content.” It specifically refers to the EU Framework Decision on Combating Certain Forms and Expressions of Racism and Xenophobia by Means of Criminal Law (the Framework Decision). It specifies that the “illegal hate speech” should be understood as per the definition of this term under the Framework Decision and national laws transposing it.

The Framework Decision is, however, a problematic document that has been criticised by civil society and academics for failing to comply with international standards on the right to freedom of expression. The key concerns with the Framework Decision – and by extension with the standards that the Code of Conduct promotes – are as follows.

First, the offences outlined in the Framework Decision go beyond permissible restrictions on freedom of expression under international law. The Framework Decision requires criminalisation of “incitement to hatred,” while under international law States are required to prohibit “incitement to discrimination, hostility or violence.” The “advocacy of hatred” is the vehicle for incitement, but “hatred” is not, in itself, a proscribed outcome. “Incitement to hatred” makes the proscribed outcome an emotional state or opinion, rather than the imminent and likely risk of a manifested action (discrimination, hostility or violence). Further, the Framework Decision provides for “memory law,” while holding individuals criminally liable for denials of historical events or for the expression of opinions about historical facts is at odds with international freedom of expression standards that call for the repeal of such legislation.

Second, the severity threshold for criminalisation of speech is not specified in the Framework Decision. The individual provisions of the Framework Decision list various types of proscribed conduct but provide little guidance to States on what is considered “particularly serious” to be sanctioned, and how to reconcile these limitations with the right to freedom of expression.

Third, the Framework Decision exclusively focuses on criminalisation of speech, which should be an exceptional and last resort. It mandates the criminal prohibition of a number of speech-related offences and seemingly prefers custodial penalties as sanctions. This potentially violates the principle
of proportionality, as severe penalties are prescribed without requiring consideration of lesser sanctions in the criminal law or alternative modes of redress through civil or administrative law that would be less intrusive vis-à-vis the right to freedom of expression.¹⁵

Last but not least, the Framework Decision makes no provision on interpreting and implementing the obligations it contains in the context of online communications, giving no guidance to States on how to ensure that the right to freedom of expression should be protected in this context. Ultimately, this is likely to create more legal uncertainty for users and, worse, lead to the application of the lowest common denominator when it comes to the definition of “hate speech.” This is concerning since many attempts by States to tackle “hate speech” online have been characterised as misguided.¹⁶

Issues with the content of the Code of Conduct

Key findings:

- Broad definition of “illegal hate speech”;
- No commitment to freedom of expression;
- Lack of due process guarantees;
- Propensity to promote censorship.

Under the Code of Conduct, IT companies agree to take the lead on countering the spread of “illegal hate speech” online by:

- Having in place effective mechanisms to review notifications regarding “illegal hate speech” on their services so they can remove or disable access to such content;
- Having in place Community Guidelines clarifying that they prohibit the promotion of incitement to violence and “hateful” conduct;
- Reviewing the majority of valid notifications for removal of illegal hate speech in less than 24 hours, and removing or disabling access to such content, if necessary.

In particular, the Code of Conduct intends to strengthen notification processes between the companies and law enforcement authorities by channelling communications between them through national contact points on both sides. The role of CSOs as “trusted reporters” of “illegal hate speech” is also highlighted (at the end of the Code of Conduct), with the European Commission and Member States helping to ensure access to a representative network of CSO partners and “trusted reporters.”

The Code of Conduct contains further commitments from the IT companies to educate their users about the types of content not permitted under their rules and community guidelines, to share best practices between themselves and other social media platforms, and to continue working with the European Commission and CSOs on developing counter-narratives and counter-hate speech campaigns.

While the Code of Conduct does not put in place any mechanism to monitor the signatories’ compliance with it – and indeed is not binding or otherwise enforceable – the IT companies and the European Commission agree to assess the public commitments in the Code on a regular basis. In
addition, the Code of Conduct states that the European Commission, in coordination with Member States, will promote adherence to the commitments set out in the Code to other relevant platforms and social media companies (it however does not specify the process for this).

To some extent, the Code reflects the practices of IT companies that have been in place for some time. For example, Facebook, Twitter, Microsoft and YouTube have long had reporting or “flagging” mechanisms in place. These companies have steadily “tweaked” their Community Guidelines in the last year or so to reflect national legislation and concerns from Member States around hate speech and incitement to terrorism. YouTube or Facebook have been working with “trusted reporters” for some time, though these companies have so far not published any information about who these “trusted reporters” are and how they operate. That IT companies review removal notifications against their Community Guidelines and, where necessary, national laws, is also nothing new. Therefore, in practice, it appears that the Code of Conduct is primarily publicizing and formalising certain aspects of the internal processes that these IT companies already had in place prior to adoption of the Code to deal with complaints about certain types of content.

Simultaneously, the Code of Conduct is problematic in light of international freedom of expression standards.

First, the Code of Conduct encourages the removal of “illegal hate speech” – and the “tweaking” of Terms of Service – by referencing the EU’s Framework Decision. As outlined above, there are concerns regarding the compatibility of the Framework Decision with international freedom of expression standards, which are replicated in the standards section of the Code. The Code fails to make it clear that any restriction on free expression should remain the exception rather than the rule, and contains no meaningful commitment to protect freedom of expression. These problems will be further exacerbated if IT companies rely on the Framework Decision, as their assessment of prohibited expression will not meet the international standards either. Moreover, insofar as the Code promotes cooperation with “trusted reporters” or “CSOs,” it makes no reference to the need to ensure that free expression groups are consulted in the implementation of the Code of Conduct.

Under the Framework Decision, States are accorded a degree of flexibility in transposing its provisions in national law, including making determinations about what severity threshold speech should meet before being criminalised. In other words, IT companies are encouraged to enforce, via their Terms of Service, widely different legal approaches to “hate speech” across the EU. Further, and in any event, the Code seems to encourage companies to go beyond the requirements of the Framework Decision because IT companies commit to make clear that they prohibit “hateful conduct,” i.e., a vague term that could encompass mere vulgar abuse.

Second, the Code of Conduct is problematic because of the lack of due process requirements. It puts companies – rather than the courts – in the position of having to decide the legality of content. It allows law enforcement to pressure companies to remove content in circumstances where the authorities do not have the power to order its removal because the content itself is legal. Importantly, the Code does not require the adoption of any safeguards against misuse of the notice procedure and is silent on remedies to challenge wrongful removals. In particular, it does not include any specific commitments to provide access to an appeal mechanism or other remedy for internet users whose
content has been removed under this system. Content deemed as “illegal hate speech” is taken down within 24 hours and there is no possibility for the “offending” user to contest the removal.

Third, the Code of Conduct seems to indicate that the resources of law enforcement are increasingly devoted to the removal of content such as “hate speech” rather than the investigation and prosecution of those responsible for the allegedly unlawful conduct. In other words, States seem more concerned about the (in)accessibility of content rather than enforcement of the law. While in some circumstances, the removal of content may be a more proportionate alternative than criminal liability, nonetheless, it is indicative of the propensity of States to promote censorship rather than seeking to address the root causes of “hate speech” and the social problems at issue. In practice, it is also likely to be counter-productive as it gives an incentive to individuals engaging in “hate speech” to migrate to other platforms with less restrictive free-speech standards. In the case of suspected terrorists, this is likely to lead to a whack-a-mole game as companies suspend “terrorist” accounts only to see new supporters create new profiles on the same platforms.18

Hence, despite the Code’s nonbinding character, freedom-of-expression and digital rights organisations – such as EDRi, ARTICLE 19 and the Center for Democracy & Technology19 – warned that the Code could lead to more censorship by private companies and therefore a chilling effect on freedom of expression on the platforms they run.

Monitoring the implementation of the Code of Conduct

On 14 June 2016, an EU High Level Group was launched to lead the way to the implementation of the Code of Conduct. The group consists of “Member States authorities, key stakeholders including civil society organisations and community representatives… EU agencies, as well as international organisations active in this area.”20 Thus far, the European Commission has issued four reports on monitoring the implementation of the Code – on 1 December 2016 (first results on implementation), 1 June 2017, 19 January 2018, and 30 January 2019.

The first report21 basically presented the results of a six-week exercise (from 10 October 2016 to 18 November 2016). According to the report, 12 organisations based in nine different Member States applied “common methodology” and notified the IT companies of alleged illegal hate speech online and recorded the rates and timing of responses. The details of the methodology were not provided. Some NGOs reported a “success rate” of almost 60%, while others reported only 5% and the “trusted flaggers” had a success between 29-60%. Overall, IT companies’ reviewers did not seem to agree with the qualifications made by the flaggers, and asserted that the notified content was not illegal or that it complied with their Terms of Service. The first report did not offer sufficient indications as to why there was disagreement between the flaggers’ and companies’ qualifications. The report also showed that none of the IT companies responded to notifications within 24 hours, as required by the Code of Conduct.

The second report22 (covering a seven-week period from 20 March to 5 May 2017 and involving 31 organisations and three public bodies from France, Romania and Spain) and third report (conducted in six weeks, with 33 organisations and two public bodies from all EU Member States, except for
Luxembourg) highlighted “significant progress,” improvement of “efficiency” and “speed,” and “higher quality of notifications.”

The second report showed that “2575 notifications were submitted to the IT companies taking part in the Code of Conduct. This represents a fourfold increase compared to the first monitoring exercise in December 2016 ... Facebook removed the content in 66.5% of cases, Twitter in 37.4%, and YouTube in 66% of the cases. This represents a substantial improvement for all three companies compared to the results presented in December 2016, where the overall rate was 28.2%.”

The third report showed that “overall, IT companies removed 70% of the content notified to them, while 30% remained online. This represents a significant improvement with respect to the removal rate of 59% and 28% recorded in May 2017 and December 2016 respectively.”

The fourth report presents the results of a six-week exercise (5 November to 14 December 2018) undertaken by 39 organizations from 26 Member States, except Luxembourg and Denmark, consisting of sending notifications to the IT companies relating to hate speech deemed illegal. The report states that the exercise “used the same methodology as the previous monitoring rounds,” although it does not provide any further information about this methodology. The Factsheet from the monitoring highlights as a success the fact that the “removal rate remains stable at around 70%, which is satisfactory as hate speech is not easy to define. Its illegality has to be balanced with the right to freedom of expression and the context.”

However, the content of these reports is even more ambiguous than the first one; in particular, they do not provide any details on the improved methodology or on the types of content flagged as “illegal hate speech.” It is difficult to assess the actual practices of the IT companies under the Code of Conduct owing to several reasons, in particular:

- First, the reports do not provide data on all removals of “unlawful hate speech” by IT companies. The reports only provide information about the responses by the IT companies to the requests submitted by cooperating organisations within the exercise during the limited time period. They provide no information on whether and how the companies actually adjusted their practices in this area and how they implement the Code of Conduct in general.

- Second, there is no information about the methodology under which the cooperating organisations report the content to the IT companies. It is rather troubling that there have been no commitments from the European Commission to provide further information and clarity on the assessment used, and no commitment to transparency and detailed, disaggregated data. For instance, it is unclear whether the flagging is done based on the flaggers’ assessment of the compliance with the domestic criminal law or on their knowledge of and compliance with the respective Community Guidance. The report provides no information on whether the flaggers received training on the existing standards on freedom of expression and the need to balance the removals with the right to freedom of expression.

- Third, there is no information on how the IT companies evaluate the request from the cooperating organisations and how they explain the decisions to reject the recommendations/requests. Such information would be crucial in explaining the assessment
done by different companies, divergence in individual interpretations, and possible criteria used by different stakeholders.

- Fourth, the only criterion of “success” presented by the European Commission in the monitoring reports appears to be the speed and number of the removals. As noted above, the most recent 2019 report comments on improvement of the removal rates and states that only 28.3% of reported content remained online, while “this represents a small increase compared to the 70% one year ago.” However, the rate of removals can hardly be considered an indicator of “success”; all it shows is the increase of consensus between the IT companies and the cooperating organizations on what content should be removed. This can be interpreted in several ways. For instance, it might show that the flagging organizations better understand (though the report provides no insight as to how) IT companies’ policies and what content might not be acceptable under the respective Community Guidelines. Alternatively, it can indicate that the IT companies simply decided to respond positively to more requests to show good will and desire to comply within the exercise. Another possible interpretation is that over time the IT companies changed their content moderation practices and assess the content differently as compared to few years ago.

- Last but not least, the monitoring reports consist of mere presentation of statistics of removals and statistical information on what grounds was the content removed (e.g. sexual orientation, national origin, Afro-phobia, anti-Semitism and others), with no qualitative assessment whatsoever. There are no “case studies” and examples of the types of content removed and maintained. This is a significant shortfall, given that such information would provide more insight into the assessment and decision-making and changes within the existing process of the IT companies since the adoption of the Code of Conduct.

All in all, the only qualitative conclusion from the four monitoring reports is that there has been a steady increase of removals of the “hate speech” content – as vaguely and broadly defined in the Code of Conduct – within the specific time-period based on requests from specific organizations based on unspecified methodology. Overall, the monitoring reports provide very little information on the real effectiveness of the Code of Conduct system and what impact it has in protecting groups at risk of discrimination and hatred and ensuring that the right to freedom of expression is protected.

Importantly, the EU Member States have undertaken numerous measures to address “online hate speech” in their domestic policies and legislation and, while doing so, have sometimes referred to the EU standards, the Code of Conduct and the need to comply with the Framework Decision (in cases where their legislation provides standards more compliant with international law). For example:

- The Minister for Justice and Safety of the Netherlands recently announced his intention to substantially alter the existing regulations on online “hate speech” in the country; he announced plans to centralize referral and flagging activities into one entity in conformity with EU standards: “The European developments with regard to the tackling of illegal content require a reassessment of our approach to the tackling of illegal content, including the approach to hate speech. … Enabling our current referral units/hotlines to comply with the Commission’s demands will require significant investments. At the same time, the handling of
removal requests should be streamlined and standardized. Therefore, the cabinet will focus on bundling the existing expertise into one organization, which can be designed in accordance with Europe’s demands. It appears that this organization would not focus solely on hate speech offences, but all forms of illegal content including privacy torts and child pornography.”

- In 2016, the influential Irish Law Reform Committee issued a report on Harmful Communications and Digital Safety, in which it found that “action still needs to be taken to implement the 2008 Framework Decision.” Ireland lacks criminal-law provisions outlawing the public condoning denial or trivialization of genocide and the Committee recommended that “online hate speech should be addressed as part of the general reform of hate crime law.”

- In the UK, the Digital Economy Act 2017 requires the creation of a Code of Practice with major platforms, which “will seek to ensure that providers offer adequate online safety policies” governing the removal of “inappropriate, bullying or harmful content.” Recently, on 31 January 2019, the UK Parliament’s Science and Technology Committee published a report on the impact of social media and screen-use on young people’s health. This report also mentions hate speech as one of the threats to children online, and argues that platforms should have a “duty of care” to protect children from such harms. It also offers a case study of the German NetzDG law as a model to regulate online harms. Accordingly, they recommend that the Government should “introduce, through new primary legislation, a statutory code of practice for social media companies, to provide consistency on content reporting practices and moderation mechanisms. This should be accompanied by a requirement for social media companies to publish detailed Transparency Reports every six months. Furthermore, when content that is potentially illegal under UK law is reported to a social media company, it should have to review the content, take a decision on whether to remove, block or flag that item (if appropriate), and relay that decision to the individual/organisation reporting it within 24 hours, such as now occurs in Germany.”

It appears that the EU States are willing to blur even further the lines between voluntary arrangements and legal safeguards on freedom of expression.

**Conclusion and recommendations**

Given its problematic legal basis and unclear process of implementation, the Code of Conduct is a misguided policy on the part of the European Commission. For companies, it is likely to amount to no more than a public relations exercise. Despite its nonbinding character, the Code can lead to more censorship by private companies—and thus undermine the rule of law and create a chilling effect on freedom of expression on the platforms they run.

Because the European Commission highlighted the Code of Conduct as part of a series of approaches to address the problem of “online hate speech,” it is hoped that this paper will be utilized by the European Commission in its further activities in this area. The European Commission and the IT companies should consider revising the Code of Conduct and ensuring that any similar projects fully comply with the international freedom of expression standards. They should consider all legal
questions and implications for freedom of expression under the Code of Conduct highlighted in this paper, such as the delegation of responsibility for determining what is “unlawful hate speech,” vague and overbroad criteria, lack of due process, and redress mechanisms for violations of the right to freedom of expression.

The companies should consider the analysis outlined in this paper in their cooperation with the European Commission and beyond. To address these concerns, they should be more transparent about their content moderation practices, including providing some case studies, i.e., qualitative analysis of their decisions and detailed information about the tools they use to moderate content, such as algorithms and trusted flagger-schemes. The companies should also improve the internal complaints mechanisms, including those used for the wrongful removal of content or other restrictions on their users’ freedom of expression. In general, individuals should be given detailed notice of a complaint and be provided with an opportunity for prompt redress. Internal appeal mechanisms should be clear and easy to find on company websites.

The European Commission should revise the Framework Decision and bring it into compliance with international freedom of expression standards.

**Official documents**

- [Council Framework Decision 2008/913/JHA](#) of 28 November 2008 on combating certain forms and expressions of racism and xenophobia by means of criminal law
- [Code of Conduct on Countering Illegal Hate Speech online](#)
- [Factsheet](#) summarizing the results of a first monitoring exercise to evaluate the implementation of the Code of Conduct
- [Factsheet on the 2nd evaluation](#) of the Code of Conduct
- [The result of the 3rd monitoring exercise on the implementation of the Code of Conduct](#)
- [Factsheet - 4th monitoring round of the Code of Conduct and 2019 Factsheet - How the Code of Conduct helped countering illegal hate speech](#)
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