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LQ� %UXVVHOV� for insiders just CPDP 
2015, one of  several mega-events with 

more than 1,000 participants from governments, European 
Union (EU) institutions, corporations, civil society and privacy 
advocates, and plenty of  lawyers and academics just like me. 
This is  emblematic of  the transformation privacy and data 
protection have undergone from a somewhat dull area of  law 
to a very visible cutting-edge legal expertise.

Privacy is sexy!

7KLV�FOHDUO\�LV�D�UHÁHFWLRQ�RI �WRGD\·V�GDWD�GULYHQ�HQYLURQ-
ment requiring experts in privacy and data protection. 
)RU�ODZ\HUV�WKLV�ÀHOG�LV�DWWUDFWLYH�EHFDXVH�LW�FXWV�DFURVV�PDQ\�
different disciplines, such as fundamental rights, EU law, natio-
nal data protection regulations and contract law, always against 
the backdrop of  the latest developments in information and 
communications technology. Moreover, there is also a genera-
WLRQ�RI �\RXQJ�IHPDOH�ODZ\HUV�ULVLQJ�ZKR�VSHFLDOL]H�LQ�LQIRUPD-
tion privacy law. The prospects for young professionals in data 
privacy are golden at the verge of  cloud computing, big data, 
mass surveillance, the internet of  things.

/HJDO�HGXFDWLRQ�LQ�SULYDF\�ODZ�DQG�SROLF\�LV�VWLOO�QRW�XS�
to speed regarding the demands. As a subject, privacy and 
GDWD� SURWHFWLRQ� OHDGV� D� QLFKH� H[LVWHQFH� LQ� VSHFLDOL]HG�PDVWHU�
SURJUDPV�DW�D�GR]HQ�RU�VR�(XURSHDQ�XQLYHUVLWLHV��7KH�IXQGD-

PHQWDOV�RI �OHJDO�SURWHFWLRQ�RI �SHUVRQDO�GDWD�ÁRZV�KDYH�QRW�
yet entered the curricula of  legal bachelor education in spite 
of  its societal relevance. At the same time, law students can 
EH�LQWURGXFHG�WR�WKLV�ÀHOG�RQFH�WKH\�KDYH�DFTXLUHG�D�VRXQG�
knowledge of  the cross-cutting disciplines that are highligh-
ted above.

The privacy paradox

:LWK� LWV� KLJK� OHJDO� VWDQGDUGV� LQ� GDWD� SURWHFWLRQ�� WKH�
EU is on the one hand a global frontrunner and at the 
VDPH�WLPH�SXW�RQ�WKH�VSRW�DV� WR�ZKHWKHU� LWV�DSSURDFK�
LV� ZRUNDEOH� DQG� HIIHFWLYH. The legal concepts that carry 
the EU approach to privacy and data protection are under 
considerable strain because they were not conceived for the 
XELTXLWRXV�XVH�RI �SHUVRQDO�GDWD�DQG�WKHLU�JOREDO�ÁRZ�WKDW�LV�
the prevailing paradigm in today’s world. Paradoxically, it is 
possible to comply with EU data protection regulation (Di-
rective 46/95/EC) in such a way that systematically under-
mines its very aim, that is, to protect the fundamental right 
to privacy and to equip individuals with effective means to 
decide who is permitted to use their personal data for what 
purposes exactly.

A regulatory approach that aims to harness individuals’ 
autonomy does not stand a chance against business 
models that involve the extensive collection of  personal 
data. This is true for the personal information we actually 
volunteer when we use online services (social media or share 
user-generated content) and even more so for all the infor-
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mation that emerges as a by-product of  our hyper-connected 
lives. Contrary to consumer protection law, data subjects who 
have to give their consent to the processing of  personal data 
are deprived of  the safety net of  unfair commercial practices 
and collective bargaining vis-à-vis the corporate giants, such 
as Google, Facebook and Microsoft, to name just a few.

Weaving a personal data threat

7KH�LQIRUPDWLRQ�UHYROXWLRQ�JRHV�KDQG�LQ�KDQG�ZLWK�DQ�
unprecedented explosion of  data. The Internet of  things 
LV�DERXW�WR�LQWHJUDWH�RIÁLQH�DQG�RQOLQH�WKURXJK�VPDUW�GHYLFHV�
(e.g., phones, cars and homes) that operate in smart environ-
PHQWV��H�J���FLWLHV��JULGV��KHDOWK�FDUH�DQG�WUDIÀF���,Q�PDQ\�UHV-
pects, such information-driven activities contribute to benign 
SURJUHVV�WKDW�EHQHÀWV�LQGLYLGXDOV��VRFLHW\�DW�ODUJH�DQG�WKH�QD-
tural environment.

7KLV�LV�WKH�ULJKW�PRPHQW�WR�LQYRNH�WKH�VLONZRUP�DQDORJ\�
&KULV�0DUVGHQ�DQG�,DQ�%URZQ�LQWURGXFHG�LQ�WKHLU�ERRN�
´5HJXODWLQJ�&RGH� Good Governance and Better Regulation 
in the Information Age.”1 Both silkworms and humans have 
in common that they involuntarily produce a valuable raw re-
VRXUFH��&DWHUSLOODUV� FUHDWH� FRFRRQV� IURP� VLON�ÀEHUV� WKDW� DUH�
used to make a luxury cloth. Humans generate a personal data 
trail as a by-product of  their multifarious online activities that 

1. The catching silkworm analogy I borrowed from Chris Marsden and Ian Brown’s 
book “Regulating Code: Good Governance and Better Regulation in the Information 
Age” (Cambridge MA: MIT Press, 2013).

vastly exceeds the personal information we actively volunteer 
in online transactions.

The value that companies attach to click-stream and 
metadata is immense because it holds a more granular 
picture of  individual activities that can be used to un-
derstand us better as consumers. This is a most emphatic 
ZD\�WR�IUDPH�SURFHVVHV�NQRZQ�DV�PRQLWRULQJ��SURÀOLQJ��GDWD�
mining, behavioral targeting and predictive analytics of  our 
potential as consumers. Individuals are often not aware of  
the hidden face of  online personal data processing and they 
KDYH�OLWWOH�WR�QR�PHDQV�WR�LQÁXHQFH�KRZ�WKHLU�SHUVRQDO�GDWD�LV�
XVHG�DQG�VKDUHG�EXW�VKRXOG�KDYH�FRQÀGHQFH�WKDW�HYHU\WKLQJ�
happens in propriety and good faith. This blanket approach 

Contrary to consum-
HU� SURWHFWLRQ� ODZ�� GDWD�
VXEMHFWV� ZKR� KDYH� WR�

give their consent to the process-
ing of  personal data are deprived of  
the safety net of  unfair commercial 
practices and collective bargaining 
YLV�j�YLV� WKH� FRUSRUDWH�JLDQWV�� VXFK�
DV�*RRJOH��)DFHERRN�DQG�0LFURVRIW��
WR�QDPH�MXVW�D�IHZ�
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to trust, however, is not suitable to empower individuals and 
PRUH�OLNHO\�WR�XQGHUPLQH�FRQVXPHU�FRQÀGHQFH�

Weaving smart data protections into the texture of the 
right to privacy

,Q�D�VHQVH��WKH�FDWHUSLOODUV�DUH�EHWWHU�RII �EHFDXVH�DIWHU�WKHLU�
PHWDPRUSKRVLV�WKH\�ULVH�DV�PRWKV�LQWR�D�QHZ�OLIH�F\FOH�
leaving their silk cocoon as debris behind (if  they are not 
part of  those unfortunate ones that only live for silk pro-
duction.) The personal data trail, however, would stick with 
the individual forever save when legislation sets limits. In 
its widely discussed 2014 judgment, the Court of  Justice of  
the EU found in favor of  a right to be delinked from sear-
ch engine results (sometimes wrongly referred to as a “ri-
ght to be forgotten”) in the case of  name searches (Google 
Spain SL��&����������7KLV�LV�D�ÀQH�H[DPSOH�RI �KRZ�SURJUHV-
sive jurisprudence can interpret data protection regulation.

$V�RQH�RI � WKH�NH\�DFWLRQV�� WKH������'LJLWDO�$JHQGD� IRU�
(XURSH� SURSRVHG� D� UHYLHZ� RI � WKH� (8� GDWD� SURWHFWLRQ�
rules� DQG� WKH�(8� OHJLVODWRUV� DUH� DERXW� WR� ÀQDOL]H� WKLV� \HDU�
a new regulation which would unify data protection rules 

throughout the internal digital 
market. There are a number of  
important regulatory innovations 
in the proposal and overcoming 
the present legal fragmentation 
would already mean an important 
improvement.

+RZHYHU��WKH�SURSRVDO�E\�DQG�
large extrapolates the concep-
ts of  the 1995 Directive into 
the future without adjusting the 
approach to ubiquitous data pro-
FHVVLQJ�RU�VLJQLÀFDQWO\�VWUHQJWKHQ�
individuals’ data protection righ-
ts. Missing from the proposal are 
scalable regulatory instruments 
that would relieve individuals 
from the burdensome microma-
nagement of  their privacy and 
data protection through consen-
ts and personal settings. In order 
for privacy to persist in the futu-
re, individuals should be able to 
set preferences on their end that 
would be effective across servi-
ces, devices and providers.

Governments, too, take a toll on citizens’ privacy

0RUHRYHU��JRYHUQPHQW�ERGLHV�WKDW�FDQ�SUDFWLFDOO\�DXWKR-
rize themselves increasingly pass legislation that enable 
authorities to process the personal data of  citizens for a 
variety of  purposes. Which public service today can really 
subsist without data processing? While this is done in pursuit 
of  the public interest, public authorities are under an obliga-
tion to meet the standards of  national constitutions and Eu-
ropean fundamental rights, as applicable. And the real challen-
ges are how to tailor the actual scope and extent of  personal 

In order for privacy to 
SHUVLVW� LQ�WKH�IXWXUH�� LQ-
dividuals should be able 

to set preferences on their end that 
ZRXOG� EH� HIIHFWLYH� DFURVV� VHUYLFHV��
devices and providers.
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data collection and use to serve the public purpose without 
exceeding the limits of  what is necessary and proportionate in 
the light of  the legitimate objectives pursued.

,Q�SUDFWLFH��LW�ZLOO�RIWHQ�EH�WKH�FDVH�WKDW�PRUH�GDWD�SUR-
GXFHV�PRUH�DFFXUDWH�PHDVXUHPHQW��IRU�H[DPSOH�ZKHQ�OH-
Y\LQJ�URDG�WROOV��JDUEDJH�IHHV��RU�XVLQJ�SXEOLF�WUDQVSRUW��
WR�QDPH�MXVW�D�IHZ�H[DPSOHV� The ensuing question is how 
PXFK�SXEOLF�VHUYLFHV�VKRXOG�EH�SHUVRQDOL]HG�RU�ZKHWKHU�WKHUH�
are fair solutions that would be less invasive of  privacy but 
serve equally well the public interest? Moreover, personal data 
collections always risk a mission-creep when this data would 
be used for a new purpose different to the one for which it 
was originally collected. Just think of  automated number plate 
recognition used in some countries to collect road tolls. The 
same infrastructure could be repurposed to search for stolen 
YHKLFOHV�RU� FULPLQDO� VXVSHFWV��7KLV�PHDQV�GLIÀFXOW� WUDGHRIIV�
have to be made between fundamental rights and values on 
the one hand and on the other hand security in order prevent 

a democratic and open society to gradually slide into a sur-
veillance state.

(VSHFLDOO\� LQ� WKH�ÀHOG�RI �QDWLRQDO�VHFXULW\�DQG� ODZ�HQ-
IRUFHPHQW� the right measure can be easily missed as we lear-
ned from the Snowden revelations about mass surveillance 
of  online communications by U.S. and European countries’ 
LQWHOOLJHQFH�DJHQFLHV��,Q�WKHLU�ÀJKW�DJDLQVW�LQWHUQDWLRQDO�WHUUR-
rism and serious crime, governments are very prone to prio-
ULWL]H�PHDVXUHV�WKDW�DPRXQW�WR�KHDY\�SULYDF\�LQYDVLRQV��VXFK�
as the indiscriminate retention of  metadata about everybody’s 
electronic communications. In a recent judgment, the Court 
of  Justice of  the EU invalidated the notorious 2006 Data Re-
tention Directive (Digital Rights Ireland and Seitlinger, C-293/12 
and C-594/12) because it imposed intrusive mandatory data 
UHWHQWLRQ�VFKHPHV�ZLWKRXW�DIIRUGLQJ�VXIÀFLHQW�SURWHFWLRQ�WR�
the rights to privacy and data protection. 

$ERYH�DOO��LW�VKRXOG�QRW�EH�IRUJRWWHQ�WKDW�GHIHQGLQJ�SUL-
vacy is not only about individual fundamental rights but 
about preserving the societal conditions for a range of  other 
IXQGDPHQWDO�ULJKWV�DQG�GHPRFUDWLF�YDOXHV�WR�ÁRXULVK��:LWKRXW�
LW�� FLWL]HQV� FRXOG� QRW� IUHHO\� H[SUHVV� DQG� LQIRUP� WKHPVHOYHV��
form associations and political beliefs, hold free democratic 
elections and hold their governments accountable. Without it, 
consumers cannot make informed decisions, users are at the 
mercy of  their digital shadows and in general disempowered 
in the information-driven economy. And now its time for you 
to search for your fellow law student Max Schrems from Aus-
tria in order to discover what a modern-day legal adventure 
privacy and data protection can be.

The ensuing question 
LV�KRZ�PXFK�SXEOLF�VHU-
vices should be person-

DOL]HG�RU�ZKHWKHU� WKHUH� DUH� IDLU� VR-
OXWLRQV� WKDW� ZRXOG� EH� OHVV� LQYDVLYH�
RI �SULYDF\�EXW�VHUYH�HTXDOO\�ZHOO�WKH�
public interest? 
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